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APPENDIX B: VERIFICATION OF ASSUMPTIONS A.3 AND A.4

The objective of this appendix is to give a set of primitive conditions that
imply the main assumptions of the paper for the kernel estimator. For no-
tational compactness, in this appendix, we suppress the subscripts in fW(w),
fz(z), and fZ w(z,w), and in the corresponding probability density dunctions
(p.d.f.s): they are distinguished by their arguments. We also suppress the sub-
script in Ay. We use C to denote a generic positive constant which may take
different values in different places and we adopt the following assumptions.

ASSUMPTION B.1: (i) The data (y,, z,, w,),n =1, ..., N, define an indepen-
dent and identically distributed sample of (Y, Z, W). (ii) The p.d.f. f(z,w) is d
times continuously differentiable in the interior of [0, 117 x [0, 1]4.

ASSUMPTION B.2: The p.d.f. f(z, w) is bounded away from zero on the support
[0, 117 x [0, 1]7.

ASSUMPTION B.3: Both multivariate kernels K ; , and Ky, are product ker-
nels generated from the univariate generalized kernel function K, satisfying (i) the
kernel function K, (-, ) is a generalized kernel function of order | and (ii) for each
t € [0, 11, the function K, (h-, t) is supported on [(t — 1)/ h, t/ h1 NI, where K is
a compact interval not depending on t and

sup |K,,(hu,t)| < oo.

h>0,t€[0,1],uckc

ASSUMPTION B.4: The smoothing parameter satisfies h — 0 and (N h?*9)~" x
logN — 0.

The independence assumption is a simplifying assumption and could be ex-
tended to weakly dependent (stationary mixing) observations. Assumption B.3
is the same as A.5 in Hall and Horowitz (2()05) We first provide a result on

the uniform convergence of f (w), f (z), and f (z, w) with rates. For density
functions with compact support, uniform convergence of kernel density esti-
mators using ordinary kernel functions must be restricted to a proper subset
of the compact support. Using generalized kernel functions, we show uniform
convergence over the entire support. A similar result is provided in Proposi-
tion 2(ii) in Rothe (2010). However, the assumptions in Rothe (2010) differ
from our assumptions and no proof is provided.
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LEMMA B.1: Suppose Assumptions B.1-B.4 hold. Let p = min{l, d}. Then
() sup 1f(w)— f(w)|=O0p([(NA) " log N1 + h”) = op(1),

wel0,119

(i) sup  |f(z,w) — f(z, w)]

z€[0,117,wel0,114
= Op([((NR"*7) ' og N1'* + h*) = 0p(1),
(i) sup 1f(2) = f(2)] = Op(I(NI") " Tog NT'> + ") = 0p(1).

z€[0,11P

PROOF: We provide a proof of (i) only. First we evaluate the bias of f(w).
Letw = (wy,...,w,)". Then

~ 1
E(f(w)) = EE[KW,h(w — Wy, w)]

1
= Ky p(w—v,w)f(v)dv
0,174
- /q wj—1 w] KW,h(hU, U))f(w - hU) dv
M =
=/ . Ky (hv, w)
M, e 5

L 9f (w)
x[f(w>+<—h)¥1 U+

J

q q
,‘9w11"‘ wj, O
111 Jjp=1

where w* lies between w and (w — Av). Now making use of Assumptions B.2—
B.4, we get

sup |E(f(w) — f)| < Ch[  sup  |Ky(hu, ]| =0h"),

wel0,119 h>0,t€[0,1],uek

It remains to show sup,, o 114 |f (w) — E[f(w)]| = Op([(Nh?)~"log N1'/?). This
can be shown by the standard arguments in the proof of uniform consistency of
kernel density estimators based on ordinary kernel functions, see, for example,
Hansen (2008) and references therein. Q.E.D.

The next lemma shows that Assumption A.3 is satisfied under the previous
conditions. Actually, this lemma proves a stronger result than is needed for
Assumption A.3, because the convergence is proved in the Hilbert-Schmidt
norm, which implies convergence for the supremum norm.
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LEMMA B.2: Suppose Assumptions B.1-B.4 hold. Then consider the following
equalities:

(1) ”T T||Hs:0P((th+q) ! th);

(ii) 7% = T*|l3s = Op(NRP*0) ™ + ).
Here || - ||us denotes the Hilbert—Schmidt norm, that is,

ry - 2
T-th= [ [ HETEOL ) ) dz
0,19 Jio,17r [ (2)

Y 2
=/ / |:fE\Z’ w) — I, w)j| f(w) dzdw.
e Jiour L f(w) fw) | f(2)

PROOF: (i) Let [ [-dzdw= [, [, - dzdw. Note that

IT — T3
_ / /[f(z, w) f(z,w)]zf(w) 4
= —~ — zdw
fay  fw) | f(2

_ / /[f(z,w)f(w)—f(z, w)f(w)} fa) o

Flw) f(w) f(2)
1 / /[f(z, w)f(w)—f(z,w>f(w>]2
inf. [f)r f(w)
f(w)
f(z) dzdw
Y 2
=0p(1)ff[f(z, w)_f(z,w)_f(z,w)[ﬂw)—f(w)]}
f(w)
f(w)
X ——dzdw
f(2)
2
—OP(l)// [f(z w) — f(z, w f(w)dzdw
f(2)
Az, W) f(w) — f(w)]?
Op(1 dzd
O )/ / Fw)f(2) Zaw

=0p(1)(A; + A2),

where we have used the fact that ———— = Op(1), which is implied by

mfwe[(),l]q [f(w)lz
Assumptions B.2, B.4, and Lemma B.1. Now, we show

A =0p(NRP*O)™ + By and A, = Op((Nh9) ™' + h**).
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As a result, we obtain || — T} = Op((NhPT0)~t + h??).
We prove the result for 4. Note that

Yy . 2
E(|A1|)=//E[f(z’w) J@ W o) dzdw

f(2)
f(w )
//Var(f(z w))f( )
= 2 f(w)
+//[E(f(z,w))—f(z,w)] e )d zdw

= O((Nh"*)™) + O(h*").

This follows from standard arguments for evaluating the first term and from
the proof of Lemma B.1 for the second term. By Markov inequality, we obtain

Ay = Op((NRP*) ™ + h?7).

The next lemma shows that Assumption A.4 is satisfied under the primitive

conditions.

LEMMA B.3: Suppose Assumptions B.1-B.4 hold. In addition, assume E (U 2]

W = w) is uniformly bounded in w € [0, 119. Then ||T>’/\— T Tgc>||2
h?).

PROOF: By definition,

(TF-TTe)(2)
—[T*F-Te)l(2)

~_ 7 ]?(Z,U))
= [T -Te)(w)—= d
Jo-Tow 7o)
f(Z w) f(z w)
( >—/ () )
/(rw f(w) f(2)
1 —_—

:/<th Zy"KW,h(w_wmw)—/QD(Z/)f(z’,w)dz/)

f(Z w)
f(Z)f(w)

f(z,w)
/ MR fan
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Similar to the proof of Lemma B.2, we can show by using Lemma B.1 that,
uniformly in z € [0, 1]7, the equality

f(z,w)
-~ d
Ffw) "

fz,w)
For (/ A0 Fw dw)

holds. Thus, it suffices to show that || fAN(w)f{z(f}'f]f)) dw|*> = Op(N~' + h*).
Writing

(TF-TTe)(z) = / Ay(w)

1 N
An(w) = 5 3 UKo n(w = 1, )
n=1

j— 1
T Nha ;[QD( Zn) = /‘P(Z VK2 1(Z' —Zn,z)dzi|
x Ky p(w —w,, w)

= Api1(w) + Anz(w),
we obtain

f(z,w) 2}
[H/ A0 Fawy 1

f(z, w) H/ f(z, w)
2F A A
= [H/ W) 2 Fany w2(W) ey @

fewfew
=2 E[A A wdw' d
/// (A0 A )V 5 S dwadu dz

fwfw)
+2///E[ANz<w)AN2( WOV oy s dwdu

]

- ZBNI + 2BN2'

Below, we show that By, = O(N~') and By, = O(N~!' + h?r). First consider
the term

1
By = m / //E[U,%Kw,h(w — Wy, w)KW,h(w, —w,, w)]

» fz,w)f(z,w)

dwdw d
Ffw)fw)
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1 (I—wpn)/ h (1—wp)/ h
== fE[/ / UKy (hw, w, + hw)
N —wp/h —wy/h

x Ky (hw', w, + hw")
f(z,w,+ hw)f(z,w, + hw')
F(2)f (W, + hw) f(w, + hw')

<on[ swp K ol]”

h>0,t€[0,1],uekC

dwdw/} dz

=0O(N™"

under the conditions of Lemma B.3.
Now letting B(z,) = ¢(z,) — 75 [ @(2)Kz4(2' — 2., 2') d2', we get

BNZ

1
=gy L2 [ [ [ E8ekato -
N n#n'

f(Z, w)f(z’ w)
f@fw)f(w)

1
to / / / E[IB(z) Koy (w0 — wny 0) Koy (W — w,, w)]

JEwfGw)
f@f (w)f(w)

1 fz,w) 7
=WZ; / [ f ELB(z0) Ky =y, )] =2 dw]

x E[B(z,)Kw (W — w,y, w")] dwdw dz

dwdw dz

X%dz

1
T / / / E[[B(zn)FKW,h(w ——

x Ky (W' — wy, w’)}

JEwfew)
f@)f (w)f(w)

f(z,w)
(th)ZZZ/[/E[B(Zn)KWh(w Wy, w)] Fon) w]

—d ON™),
xf()z—l—( )

dwdw dz
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where the second term on the right hand side of the second to last equation can
be shown to be O(N ') by change of variables and by using Assumptions B.1—-
B.4. Let By, denote the first term, that is, let

f(z, ’
By = (NWZZ / [ [ BB K - w0, w) i dw}

1
X ——d
f(2) -

Then it suffices to show that By,; = O(h*). Similar to the proof of Lemma B.1,
we note that, uniformly in z € [0, 1]7, we get

1
Ny / ELB(z0) Ky (w0 — w,, w)1 ]Ej “)’)
1 f(z,w)
=E/E[¢(Zn)KW,h(w_wmw)] Fow) d
1
- / / @(z/)E[hW Kz1(2' = zn, 2) Ky (W — Wy, w)] dz
f(z w)
f(w)
= O(h*).

As a result, we obtain By, + By, = O(N~! + h?) or E[||T>’*r\— T*T¢||2] =
O(N~! + h*). By Markov inequality, we obtain the result in Lemma B.3.
Q.E.D.
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